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Abstract: Early stage timing verification on CAN traditionally relies on simulation and 

schedulability analysis, also known as worst-case response time (WCRT) analysis. Despite recent 

progresses, the latter technique remains pessimistic espe cially in complex networking 

architectures with gateways and heterogeneous communication stacks. Indeed, there are 

practical cases where no exact WCRT analysis is  available, and merely upper bounds on the 

response times can be derived, on the basis of which unnecessary conservative design choices 

may be made.  Simulation, on the other hand, does not provide any guarantees per se and , in the 

context of critical networks, should only be used along with an adequate methodology. In this 

paper, we argue for the use of quantiles of the response time distribution as performance 

metrics providing an adjustable trade-off between safety and resource usage optimization. We 

discuss how the exact value of the quantile to consider should be chosen with regard to the 

criticality of the frames, and illustrate the approach on two typical automotive use -cases. 

1  I n t rodu c t i on   

1.1  Increased bandwidth requirements  and more complex architectures  

Automotive multiplexing technologies, and specifically CAN, helped to kee p the wiring harness 

complexity under control, improve existing Electrical and Electronic (EE) functions and introduce a 

wide range of new ones.  In today ’s cars, there are thousands of signals exchanged by several 

tens of ECUs, with some signals having timing constraints below 5ms. The trend towards 

increased bandwidth requirements has never weakened, and along with topology and functional 

domain constraints, has led to the use of several CAN clusters within a car, more than 4 or 5 in 

some cases [1,6]. Also, the data rates of the CAN buses are now higher (e.g., 250kbit/s or 

500kbit/s for a body network when it used to be 125kbit/s) and the bus load level has increased 

(e.g., sometimes greater than 50%). The architectures are becoming complex because of 

gateways between the CAN buses or sometimes between a CAN bus and other networking 

technologies (typically MOST and FlexRay today, see [6], and probably Ethernet in the future).  

1.2  Optimized CAN networks  

Optimizing CAN networks, in order to reach higher load levels, has now become an industrial 

requirement. Techniques and tools serving that purpose have been developed in the industry over 

the last 10 years (see [1] for a recap) , and they are now mature and well supported by a number 

of COTS tools. For instance, one of the most efficient techniques, that is routinely used in the 
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design of automotive networks, is the use of offsets to desynchronize the stream s of frames 

[2,7]. Also, as far as possible, communication stacks should be free from implementation choices 

and hardware limitations that cause departures from the ideal priority-based behavior of CAN 

(e.g., the use of a FIFO waiting queue for frames waiting for transmission, insufficient number of 

transmission buffers in the communication controller, etc - see §3.1).   

1.3  The need for more accurate t iming verif ication model  

In the early design phases of a vehicle, verification has to be done on models of the system. The 

two main verification techniques are simulation and schedulability analysis  (also often called 

worst-case response time analysis) , which basically consists in building a mathematical model of 

the worst possible situations that can be encountered at run -time. The most important 

performance metrics is the communication latency, or frame response time, that is the  time it 

takes for a message to be received by its consumer nodes.  

Optimized CAN networks mean higher network loads, and indeed they may now easily exceed 50% 

whereas 30%-35% were considered for a long time as a threshold not to be exceeded. Because 

there is less error margin, there is a need for a more rigorous development process in 

conjunction with timing verification models that are more fine -grained than they were in the past. 

For instance, a single station with a FIFO queue can create bursts of high  priority frames that will 

impact the latencies of the frames sent by all the other stations  (see [1]), possibly it may even 

propagate to other networks through the increased jitters of the frames that are forwarded 

through the gateways. Such behaviors cannot be overlooked in the timing analysis.  

1.4  Simulation versus schedulabi l ity analysis  

Schedulability analysis allows to calculate upper bounds on frame response times, and thus in 

principle it provides firm and deterministic guarantees. However, in many practical cases, 

schedulability analyses are not able to capture the complexity of the real system s (see Section 3), 

and if they do, results are often pessimistic (see [17]), which can lead to unnecessarily 

conservative design choices. Besides, a mathematical analysis with deterministic assumptions is 

intrinsically not well suited to model random phenomena such as transmission errors, or the 

transmission of aperiodic frames.  Our view is that if schedulability analysis is absolutely required, 

the system has to be conceived accordingly from the beginning. For instance, all departures from 

the temporal behaviors that can be analyzed must be prevented. This imposes overhead in the 

design process, for instance, more constraining specifications to the suppliers.      

Simulation models on the other hand are easier to develop and validate (see [17]), and they can 

be more realistic. For instance, the simulator RTaW-Sim [14] captures all timing-relevant 

characteristics of a CAN-based communication architecture, including behaviors in the gateways. 

Furthermore, the information obtained from simulation runs is much more fine -grained than 

schedulability analysis, and basically any statistics of interest can be collected. For instance, 

knowing the extent to which successive frame deadline misses might jeopardize the stability of a 

control law can be answered with the knowledge of the distribution of successive deadline misses.  

1.5  Contribution of the paper  

Quantiles are used as risk measures in several application domains. For instance, in finance, it is 

the basis of Value-at-Risk (VaR) which is a cornerstone of the risk assessment framework. This  

paper advocates the use of quantiles of the frame response time distribution derived by 

simulation as a practical performance evaluation technique for automotive communication 

architectures. We highlight the limitations of worst-case schedulability analysis for CAN-based 
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automotive systems, discuss the use-cases of quantiles and provide guidelines for the use of 

quantile-based performance evaluation.      

2  Me t r i c s  fo r  t he  eva l ua t io n  o f  f r ame  la t en c ie s  

The main performance metric for real-time communication networks is the communication 

latency, also called frame response time, that is the t ime from the production of a message until 

the reception by the stations that consume the message. The latency constraint, or deadline 

constraint, is the maximum allowed value for the response time. This deadline is typically inherited 

from applicative level constraints or regulatory constraints (e.g. time to answer a diagn osis 

request). The aim of timing verification is to make sure that deadline constraints are met. Timing 

verification on models, by simulation or schedulability analysis, allows deriving a number of 

metrics on the frame response times. Those metrics, along with the corresponding timing 

verification techniques are shown in Figure 1.  

2.1  Bound, worst-case response time and simulation maximum  

 

 

Figure 1: Metrics of the frame latencies and techniques to verify them . The black curve 

shows an idealized distribution of a frame response times.  

 

The bound on the response time, which is the outcome of a schedulability analysis , is usually 

larger than the true worst-case possible response time (denoted by WCRT). For instance, as soon 

as there is a gateway or non-ideal communication stacks, schedulability analysis is pessimistic to 

an extent that cannot be predicted. The maximum value seen during a simulation is less than the 

WCRT, here again the distance between both values is unknown.   

 

Figure 2 shows, for a typical 500kbit/s automotive network, the values of the quantiles and the 

upper bound computed with the schedulability analysis published in [3]. In the specific setup of 

this experimentation, the schedulability analysis is almost exact (see footnote 3 in [3]), thus the 

upper bounds on the response times, denoted by WCRT on Figure 2, will most likely be very close 

to the true worst-case possible response times. 
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Figure 2: Illustration of the values of the possible performances metrics for the set of 

frames of a realistic 500kbit/s automotive CAN network with offsets. The frames are 

sorted by decreasing priority. The following inequations always hold : Min ≤ Average ≤ Q2 ≤ 

Q3 ≤ Q4 ≤ Q5 ≤ Q6 ≤ Max ≤ WCRT. The quantiles are evaluated by simulation using RTaW -

Sim[14] and the worst-case response time using NETCAR-Analyzer plug-in for RTaW-

Sim[15].  

2.2  Quantiles of the response times  

Formally, for a random variable X, a p-quantile is the largest value x such that   

P*X ≤ x+ ≥ p  or equivalently,   P*X>x+ < 1 - p 

In other words, it is a threshold L such that for any response time,  

o the probability to be smaller than L is larger than p,  

o the probability to be larger than L is smaller than 1 – p. 

For example, the probability that a response -time is larger than the (1-10
-3

)-quantile, also denoted 

by Q3 quantile or Q3 for short, is lower than 10
-3

. For a frame with a period of 10ms, the Q3 will 

be exceeded on average once every 10
3
·10ms=10

4
ms, that is 10s. Table 1 shows how quantiles 

translate to deadline miss frequency and average time between deadline misses, for frames with 

a period equal to 10ms and 500ms and deadlines assumed to be equal to quantiles. 

 

Quantile  One frame every  Mean time to deadline miss  

if frame period is 10ms  

Mean time to deadline miss  

if frame period is 500ms  

Q3 1000 10 s 8mn 20s 

Q4 10 000 1mn 40s ≈ 1h 23mn 

Q5 100 000 ≈ 17mn ≈ 13h 53mn 

Q6 1000 000 ≈ 2h 46mn ≈ 5d 19h 

Table 1: Quantiles and corresponding frame deadline miss frequencies for frame periods 

equal to 10ms and 500ms, and frame deadlines assumed to be equal to quantiles values.  
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It should be noted that quantile values derived by simulation do not say anything about possible 

successive quantile overshoots, which may pose a threat for the stability of control laws for 

instance. This can happen if large response times are temporally correlated,  as it typically 

happens in overload conditions. The distribution of the number of successive response times 

above a certain quantile , obtained with RTaW-Sim in our case, helps the designer to answer this 

question. It is possible to go beyond the verification of strictly successive quantile overshoots by 

testing linear and non-linear temporal dependences among the response time values above a 

certain quantile. Classical statistical tests that can serve that purpose are the auto -correlation 

and BDS test (Brock, Dechert, Scheinkman - see [20]). 

2.3  Defining target quantile  and s imulation length 

The first step in timing verification is to identify the actual timing constraints of the frames. Then, 

depending on the criticality of the frames, the deadline miss frequency that  can be tolerated is 

defined (see Section 4 for examples). This value directly determines the target quantile  Qn (see 

Table 1), which may be different for each frame. Finally the communication architecture is 

simulated and if, for each frame, the value of the target quantile is below the timing constraint, 

the system meets the performance objective. If not, the system has to be at least partly 

redesigned, for instance by increasing the priority for some frames, or optimizing further the 

offsets values.  

The simulation length is crucial in order to obtain robust statistics, because the higher the 

quantile the longer the simulation time needed. The evaluation of how long is enough can be done 

for instance on the basis of the confidence intervals of the quan tiles, that can be derived using 

computational methods such as boostrapping or other statistical methods (see [21] for a review 

and comparative assessment). It should be paid attention here that the statistical method used 

for computing confidence interval is suited to higher quantiles, and that the system does not 

depart significantly from the underlying assumptions of the method (typically, the sequence of 

response times is independent and identically distributed – i.i.d). Basically, with a high-

performance simulation engine such as RTaW-Sim, it is possible to obtain reasonable values for 

Q5 and Q6 (for frames with periods <500ms) in a few hours of simulation . It should be noted that 

good tool support can significantly help the designer here, for instance by suggesting the right 

simulation length for a given quantile, or identifying values computed on too small samples.  In 

RTaW-Sim for instance, this is done by displaying these values with several intensities of gray, 

whereas values that are computed on sufficiently large samples are displayed in plain black text.  

3  L i m i t at io n s  o f  sc hedu l ab i l i t y  a na l yse s  –  i l l u s t ra t io n  o n  C AN   

Worst-case response time (WCRT) analysis is generally considered as the technique that is the 

best suited to provide the guarantees that are needed in critical networks. Here we highlight – in 

the context of automotive CAN networks - that this approach may suffer from several 

shortcomings. 

3.1  Pessimism due to coarse-grained models  of the communication stack  

If the first deterministic analytical model of CAN communication, proposed in the 90s in [10], was 

a milestone in timing verification, it was a rather simplified abstraction with regard to the traffic 

models and the characteristics of the communication stacks. Over the years, these limitations 

were identified and partially lifted. This includes: 
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o Non-abortable transmit requests [5], as some communication stacks/controllers may not 

offer the possibility to cancel lower -priority transmission requests when a higher priority 

frame is released, 

o Limited number of transmit buffers, and delays in refilling the transmit buffers [5,6], 

o The use of a FIFO waiting queue for frames, or any other policy than the Highest Priority 

First [2,9],  

o Internal CAN controller message arbitration based on transmit buf fer number rather than 

frame ID, 

o Frame queuing not done in priority order (but for example by PDU index in Autosar),  

o Possible asynchronisms between the applicative level tasks that produce the signals and 

the communication task responsible for building the frames from the signals, and issuing 

the transmission requests. In some cases, this task may suffer delays caused by higher 

priority activities, 

o The additional jitters due to gateways [13].  

However, most often the mathematical models developed are conservative in the sense that they 

are only able to compute safe upper bounds on the response time and not the exact value. This is 

in particular the case in [2,9] for FIFO waiting queues, where conservative assumptions are 

placed in order to be able to handle the overall complexity of the problem. Also, to the best of our 

knowledge, there is no exact analysis for the common case today, where CAN buses are 

interconnected by gateways. Moreover, a global framework that would make it  possible to 

combine the analyses is still missing (though there is a first step in that direction in [16]).  

This pessimism of the analyses is obviously an issue when the hardware resources have  to be 

used at high-load levels, and the degree of pessimism can hardly be quantified. Basically it can go 

up to largest busy period on the bus, which, in most cases, is equal to the worst -case response 

time of the lowest priority frame  computed under the assumption of an ideal CAN behavior 

(“whenever message arbitration starts on the bus, the highest priority message queued on each 

node is entered into arbitration”). This upper-bound on the pessimism is not helpful in practice.  

3.2  Complexity of schedulabi l ity analysis  

In [5] the authors explore another direction than coarse -grained models and develop an almost 

exact analysis for non-abortable transmission requests. However, the complexity of such an 

accurate analysis makes it error-prone should it be extended to integrate other non -ideal 

behaviors. The flaw in the original CAN analysis corrected in [18] after 13 years of extensive use, 

suggests to us that simple analyses, even if coarse -grained, should be preferred.  

The algorithmic complexity of the analysis is also an issue that must be dealt with. For instance, 

as soon as frame offsets are considered, the complexity of an exact schedulability analysis 

becomes exponential in time. Ignoring frame offsets is not an option in most setups because the 

analysis becomes then so pessimistic that is hardly usable. If, with some optimizations[3] and 

taking advantage of the limited number of stations in an automotive CAN network, it is often 

possible to compute the exact value of the response times in the ideal case, to the best of our 

knowledge, this is not feasible for most departures from the ideal priority -based behavior of CAN. 

In our view, in many cases, an exact analysis that can be used on industrial size applications will 

remain out of reach because of the algorithmic complexity of the problem.  

3.3  The gap between analyt ical traff ic models and real  automotive  traff ic  

Besides the drawback of the pessimism, deterministic schedulability analyses are not able to 

model all kinds of traffic in a fully satisfactory manner. This is the case for non periodic traffic 

(fully event-triggered transmissions[8] or Autosar mixed transmission model[22]), diagnosis 

transactions (e.g., OBD2 requests) and the transmission of segmented data (e.g., code upload). 
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This is also the case for transmission errors which are random by nature and thus cannot be well 

captured by a deterministic model. 

When the expressive power of a deterministic model is not sufficient, there  are classically two 

options: either making pessimistic assumptions (e.g., modeling aperiodic frames like periodic 

ones), which is not always possible because it may result in an overloaded bus, or ignoring what 

cannot be modeled (e.g., ignoring transmission errors and aperiodic traffic). Obviously, both 

options are unsatisfactory because they are either inefficient  in terms of resource usage or 

potentially unsafe.  In our view, ideal network timing verification models should: 

o Account for transmission errors, and possibly other errors states (e.g., ECU reboots, bus-

off states in CAN), 

o Provide realistic models of traffic, in particular the non-periodic part of the traffic [8], 

multi-packet messages such as diagnosis frames or code upload, and the transmission 

jitters (especially for frames that are forwarded from one network to another [13]). The 

non-periodic traffic is generally difficult to characterize, but if overlooked, one will tend to 

underestimate the frame latencies as shown in [8].  

4  U se -c a se s  o f  q ua nt i le -b a sed  per fo rma n ce  ev a l ua t io n   

In this section, we illustrate how quantiles , collected by simulation, help to verify timing 

constraints and make design choices on two typical automotive use -cases. The execution time of 

a simulation mostly depends on the number of frames exchanged in a certain scenario. With 

typical automotive CAN-based communication architectures, a speedup of 200 compared to the 

simulated functioning time can be achieved with RTaW-Sim[14], which means that statistics with 

sample size larger than 100 for Q5 can be obtained in hours for frames with a period lower than 

or equal to 500ms.      

4.1  OBD-I I  requests 

OBD-II is standard diagnostics protocol to query information on the status of components; it is 

used during driving and maintenance. By regulation, the time between the req uest frame and the 

first frame of the response must be less than 50ms. The OBD frames, which are of low priority, 

will be delayed by all higher-priority frames exchanged on the bus. The ECU that is queried will 

need some time to produce an answer, and the delay from the reception of the OBD request until 

the availability of the first frame of the response is here assumed to be 30ms. Besides, when the 

nodes are not located on the same network, request and answer frames must be transferred 

through a gateway which increases the communication latencies. This is the case in the OBD 

transaction under study, with the two interconnected CAN buses respectively loaded at around 

50% and 40%.  

The aim is to assess if the communication architecture is able to meet the 50ms timing 

constraint. Precisely, a deadline miss must not occur more often than once every 1000 OBD 

requests. The evaluation is done with conservative assumptions on the communication stacks 

(e.g., FIFO waiting queues for the ECUs and the gateway), and transmission errors that can take 

place on the bus. Offsets are implemented for some of the frames to desynchronize the streams 

of frames and reduce the network latency, see [2,7]. Simulations were performed with RTaW-Sim  

which includes a dedicated traffic model for OBD transactions. The simulation length was set to 

10 days, and with a time between two OBD requests equal to 100ms, a sample of 8.64 ·10
6
 

response times was collected.  
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Metrics OBD  

response times 

Min 31.94 

Average 34.29 

Q3 46.55 

Q4 49.31 

Q5 53.45 

Q6 55.32 

Max 56.57 

Figure 4: Quantiles and distribution of the OBD request response times.  

 

One sees in Figure 4 that the target objective regarding the deadline miss f requency is met since 

the Q3, and even the Q4 quantile, is below 50ms. This means that, on average, less than one OBD 

request out of 10000 will have a response time larger than 50ms.   

4.2  End-to-end latencies  

The second use-case is to evaluate the probability that the freshness of the signals contained in a 

frame is not sufficient when received by consumer nodes located on another network. The frame 

under study, denoted by T13, is a 10ms frame containing signals used for the control of the 

vehicle. The experimental conditions are identical to the previous use-case. The end-to-end latency 

is made up of the delay on the source network, the gatewaying delay, and the latency on the 

destination network.  

In Figure 5, one sees that T13 has a maximum end-to-end response time of 12.13ms which is 

larger than its period. However, latencies up to the value of Q6, that is 8.87ms, are acceptable, 

on the basis of the evaluation of their impact at the functional level. This impact evaluation 

involves converting the latencies into physical values such as speed, acceleration, and distances. 

Possible values above Q6 are considered rare enough to not jeopardize by any means the safety 

with regard to the dynamics of a vehicle.      

 

Figure 5: Statistics of the response times obtained by simulation with RTaW-Sim for frames of 

use-case 2.  
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5  C on c l u s i on   

Networking technologies such as AFDX have been conceived with the requirement that the 

temporal behavior of the network must be predictable,  and this is why AFDX is amenable to worst-

case timing verification by schedulability analysis with limited pessimism (see [ 19]). Other 

technologies, based on the Time-Triggered paradigm, such as TTP or TTEthernet, offer full 

determinism in the temporal domain and thus an easy timing verification. CAN-based automotive 

architectures are not as easily analyzable from a timing point of view, because of heterogeneous 

hardware and software components, and because the temporal behaviors of the ECUs and 

gateways are less constrained. As a result, CAN schedulabi lity analyses are often not able to 

capture the entire complexity of the system with the risk to be pessimistic and possibly unsafe. 

Besides, it is acceptable for many functions to tolerate occasional deadline misses, provided that 

the risk is well assessed and acceptable with regard to the dynamics and the criticality of the 

functions.  

This paper explores the use of quantile-based performance evaluation by simulation as a practical 

alternative to schedulability analysis for automotive systems. We discuss how quantiles can be 

used in the timing verification process, how to determine the target quantile for a frame with 

regard to its criticality, and how to set the simulation length accordingly. We emphasize that the 

extent to which successive deadline misses can occur can be assessed.  Then, two case-studies 

illustrate how this approach based on quantiles provides the designer with fine-grained 

quantitative information supporting design choices. 
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